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,Q� WKLV� SDSHU� ZH� SUHVHQW� D� V\VWHP� WR� WUDFN� KHDG� SRVLWLRQ� DQG
IDFLDO�IHDWXUHV�LQ�UHDO�WLPH��)LUVW�WKH�KHDG�SRVLWLRQ�LV�UHFRQVWUXFWHG
E\� PHDQV� RI� D� PRGHO� EDVHG� KHDG� WUDFNHU�� ZKLFK� PDWFKHV� D� �'
JHQHULF�WH[WXUHG�KHDG�PRGHO�DQG��'�LPDJH�IHDWXUHV�H[WUDFWHG�IURP
WKH� LQSXW� VHTXHQFH�� +HDG� WUDFNLQJ� LV� DFKLHYHG� E\� PLQLPL]LQJ� DQ
HUURU� IXQFWLRQ� ZKLFK� GHVFULEHV� WKH� GLVFUHSDQFLHV� EHWZHHQ� PRGHO
DQG�LPDJH�IHDWXUHV��0RWLRQ�DQG�WH[WXUH�LQIRUPDWLRQ�DUH�FRQVLGHUHG
LQ� RUGHU� WR� PDNH� WUDFNLQJ� UREXVW�� $IWHU� SRVH� UHFRQVWUXFWLRQ�� WKH
LQSXW� LPDJH� LV� ZDUSHG� LQWR� WKH� WH[WXUH� PDS� RI� WKH� PRGHO�� 7KH
UHVXOWLQJ�VWDELOL]HG�YLHZ�RI�WKH�IDFH�LV�WKHQ�SURFHVVHG�WR�UHFRQVWUXFW
VLJQLILFDQW� IDFH� IHDWXUHV�� OLNH� H\HV�� EURZV� DQG� OLSV�� 7KH� SURSRVHG
PHWKRG�XVHV�PXOWL�VWDWH�GHIRUPDEOH�WHPSODWHV�ZKLFK�DUH�ILWWHG�WR�WKH
ZDUSHG�LPDJH�H[SORLWLQJ�PRWLRQ��VKDSH�DQG�FRORU�LQIRUPDWLRQ��7KH
ILQDO�RXWSXW�RI� WKH� V\VWHP� LV�D� VWUHDP�RI� KHDG� DQG� IDFH� DQLPDWLRQ
SDUDPHWHUV�� 7KH� RYHUDOO� SHUIRUPDQFH� RI� WKH� KHDG� WUDFNLQJ
DOJRULWKP� LV� DERXW� ��� IUDPH�V� RQ� D� 3HQWLXP� ,,,� ����� ZKLOH� IDFH
H[SUHVVLRQ� UHFRQVWUXFWLRQ� SURFHVV� UXQV� DW� DERXW� ��� IUDPH�V�� 'DWD
DERXW� WKH� UHFRQVWUXFWLRQ� DFFXUDF\� RI� KHDG� SRVLWLRQ� DUH� DOVR
SUHVHQWHG�

��� ,QWURGXFWLRQ

Head and facial features tracking is important for several
application in computer vision, like 3D animation systems,
expression analysis, face identification and surveillance systems.
Head motion can be used for recognition of simple gestures, like
head shaking or nodding, or for capturing a person’s focus of
attention, providing a natural cue for human machine interfaces.
Tracking face features plays an important role in several areas, like
lip-reading, speech recognition systems, expression analysis and
automatic face identification. Also for telecommunication and
videoconferencing, encoding the head motion and the face
expression of the speaker according to known standards, like
MPEG4 compliant Facial Animation Primitives (FAPs), allows to
produce very low bit rate data streams. Many of these applications
calls for non intrusive and robust reconstruction techniques from
monocular views.

Regarding the related works, one of the first effective studies
about head tracking is [3], which presents an estimation process
based on tracking facial features like eye and mouth corners. Similar
methods have been presented in [6] and [7]. The most successful
approaches are model-based techniques exploiting 2D or 3D
models. Examples of 2D approaches can be found in [4] and [5].

However, 3D tracking has several advantages, in terms of precision
of the reconstruction and of adaptation of the model to the rigid
motion of the entire head. In [9], the motion of an ellipsoidal model
is used to interpret the optical flow of the image sequence. This
work is also the basis of [10], where the approach has been modified
in order to cope with partial occlusions of the head. In [1] the
motion of a textured polygonal model is used to register the
rendered image of the model with the video images. The model used
is complex and therefore it needs to be customized according to the
face being tracked. Also [2] uses a textured head model. Each input
image is projected onto the texture map of the model and the motion
is reconstructed by image registration in the texture space. A
different approach is presented in [8], where head pose is
determined by means of a Kalman filter, which exploits the
coordinates in the image plane of facial features like nostrils and
eyes. The drawback is, again, the complexity of the model used
which is obtained with a 3D scan of the user’s head.

The approaches to facial expression reconstruction differ for the
representation of the face. Usually the facial expression is described
in terms of motion and shape of salient features, like brows, eye and
lips. The work [14] first introduced the use of deformable templates.
These templates are specified by a set of parameters, which define
the feature’s shape, and are fitted to an image sequence by
minimizing a suitable energy function. The deformable templates
have been extended to multi-state deformable models in [16]. Both
permanent and transient features can have different templates
according to the feature state. This allows describing more
accurately the set of shapes the facial features can assume. A
different approach has been followed in [19], where feature models
are constructed with a network of springs. Tracking is achieved
minimizing an energy function. Comprehensive references on many
other techniques can be found in the recent survey [18].

The approach proposed in this paper is a two-stage process,
which separates head tracking from reconstructing facial features, as
outlined in Fig. 1. First, a 3D-textured polygonal model is fitted to
an image sequence acquired using a single and non-calibrated
camera. The model texture is initially reconstructed directly from the
input image as the 2D texture which matches the rendered model
and the video image. From this phase the head animation
parameters, that is the sequence of translations and rotations of the
head, are obtained.

After pose reconstruction, each input image is projected on the
texture map of the model. The image obtained provides a stabilized
view of the face, that is an image where the face has always the same
position, orientation and size, which is processed to reconstruct
significant face features. Feature detection and tracking uses a set of
multi-state deformable templates which are fitted to the warped
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image. The shape parameters of the templates are then output as face
animation parameters.

The outlined system has been designed in order to meet the
following requirements:

1. it must be non-intrusive, that is no external devices must
be worn by the subject

2. run-time reconstruction rates must be achieved (that is
25/30 frame/s)

3. images should be acquired with common PC cameras and
interface cards; this reduces the dimension of the available
images to 320⋅240 pixels arrays

Fig. 1: reconstruction scheme

The remainder of the paper is organized as follows. In paragraph
2 the head tracking technique is introduced. Paragraph 3 details the
multi-state models and the algorithm used for reconstructing facial
expressions. Some results are presented in paragraph 4. Finally in
paragraph 5 we report concluding remarks and outline the future
developments of this work.

��� +HDG�SRVH�UHFRQVWUXFWLRQ

In the following sections we will detail the various components
of the head pose reconstruction system.

����� 7KH�PRGHO

Choosing the right model is a critical problem for the tracking
process. A simple model could be not adequate to track the head
with precision; on the other hand, a complex model requires a
precise initialization per user, a good initial fit and is
computationally more expensive.

Our system uses a 3D ellipsoidal model defined by a polygonal
mesh (see Fig. 2). This model is not able to reproduce head features,
like nose, mouth or accurate face profiles, but allows fast
computation and can be easily calibrated according to the user.
However, any other 3D polygonal model can be used, regardless its
complexity.

The dimensions of the three major axes of the ellipsoid are
determined during the initialization process. Details of the startup
procedure are given at the end of this paragraph.

Fig. 2: 3D head model

����� 0RGHO�PRWLRQ

Let us consider the head as a rigid object with six degrees of
freedom: three translations (W[,W\,W]), and three rotations (U[,U\,U]).
Each pose is determined by a vector ℘ containing six values
(where℘ is [W[� W\� W]� U[� U\� U]]). Also, let Γ(℘) be the matrix which
projects the vertices of the model, written in homogenous
coordinates, onto the image plane. Let 60 be the set of vertices Si of
the model in their reference position. The projection ([L,\L) of  each
point Si on the image plane for pose ℘ is therefore Γ(℘) ⋅�Si. The
matrix Γ is given by:
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where 5 is the rotation matrix and 7 the translation matrix. The
values of the projection matrix 3 are functions of the focal length I,
which is unknown, since the camera is non-calibrated.  However, as
demonstrated also by [1] and [2], using a rough estimate of its value
does not influence substantially the final results.

Finally, let 10 be the set of normal vectors Qi associated to the
vertices of the model. The current normal vectors can be evaluated
as 53x3(℘) ⋅�Qi, where 53x3 is the 3x3 sub-matrix of 5 containing the
pure rotational values. When projecting the model in the image
plane we consider only the points that are currently visible. Given
the viewing direction YG, a point is visible if:
YG ⋅�(53x3(℘) ⋅�Qi) ≤ 0 
For simplicity, we approximate the real viewing directions all

over the face with a constant vector. An example of the final result
of the transformation applied to the model can be seen in Fig. 3.

Fig. 3: projection of the model on the image plane

����� 3RVH�UHFRQVWUXFWLRQ

The reconstruction problem involves finding for each frame Q the
vector ℘Q which minimizes the differences between model and
image features. These discrepancies are described by an error
function ( that comprises motion and texture errors.

The motion error function, (RI, summarizes the differences
between the optical flow evaluated from two consecutive images
and the motion of the model. The optical flow at each point of the
image is the vector [X�Y] that describes the translation of the pixel
from the previous image. We can also define the “model flow” as
the translation on the image plane of the model vertices, that is the
difference between the positions of the projected points between
pose ℘Q and candidate pose ℘Q��. Since not all the points are
visible for both poses, the flow can be computed only for the subset
of common visible points. Let 9n and 9n+1 be the two subsets, and
[X0�L�Y0�L] the L-th point estimated displacement vector.



3

The motion error function is hence defined as the norm of the
difference between the estimated model flow, 9n+1-9n, and the
optical flow at the N common locations:
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In order to deal with fast motion between consecutive frames,
optical flow is evaluated using a pyramidal version with reduced
resolution of the Lucas-Kanade algorithm (see [15] for further
details).

The texture error function, (W[W, describes the differences between
the pixel values of the current frame and the texture map values
associated to the projected model points. As in the previous case,
the computation will be applied only to the two subsets of visible
points 9n and 9n+1. Each vertex of the textured model has an
associated value 0�SL� in the texture map. Let , be an image of the
sequence; the texture error is then defined as the norm of the
difference between the model texture and the current frame:
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where /� norm is used for achromatic images and square distance
in RGB space for color images.

To combine motion and texture information, the target error
function is a weighted sum of the corresponding error functions.
Convenient values of the weights have been found experimentally
and their purpose is to equalize the contribution of the different
sources of information. The error function E can thus be written as:
(� �ZRI�⋅ (RI���ZW[W�⋅ (W[W

Given the error function (, we have to find the pose which
minimizes the discrepancies between model and image features. The
minimization of the function is obtained applying a steepest-descent
based method. The method is iterative and, for each iteration, the
function values corresponding to translations of ±δt and rotations of
±δr for [, \ and ] are evaluated. The transformation giving the best
improvement of the error value is selected for the next iteration.
When no improvement can be obtained, the values of δt and δr are
reduced by a factor two and the process is iterated. The algorithm is
stopped when the deltas are lower than a predefined threshold or a
maximum number of iterations have been performed.

In order to cope with large head motion, we apply a head motion
estimation procedure on each frame of the sequence before the error
function minimization begins. The motion estimation works as
follows. A 2D translation vector, given by the mean value of the
optical flow of the visible model points, is evaluated in the image
plane. This translation vector is projected on the plane passing
through the center of the model and parallel to the image plane (see
Fig. 4). The 3D vector obtained is used as initial translation of the
model.

Fig. 4: head motion estimation

����� ,PDJH�ZDUSLQJ

When the optimal pose has been found, the content of the current
image is warped into the texture map of the model. The warping
function is the inverse of the texture mapping function. The warped
image produces a stabilized view of the face, which will be used for
reconstructing facial features. Some results of the tracking process
can be seen in Fig. 5, where the input image, the reconstructed
posture and the dynamic texture are shown for several frames.

Fig. 5: results of tracking

����� ,QLWLDOL]DWLRQ

The outlined process needs to know the initial position and
orientation of the model. So far, this step requires user intervention
to align the face model to the head in the video images and to
modify the size of the model. To avoid interactive procedures,
automatic initialization techniques, as the ones suggested in [9],
[13], [12] and [17], will be carefully verified in the development of
this work.

��� )DFH�IHDWXUHV�GHWHFWLRQ�DQG�WUDFNLQJ

Our approach to feature detection uses multi-state deformable
templates for eyebrows, eyes and lips. Feature tracking involves
several sources of information, like shape, texture and motion. In
order to achieve real time reconstruction rates, template parameters
are derived directly from the information extracted from the images,
with no optimization or iterative procedures required to refine initial
estimates. So far, we assume that the initial locations of the
templates are given in the first frame. However, several works, such
as [17] and [20], have dealt with automatic facial feature
identification. Details about detection and tracking of the different
templates are given in the following sections.

����� %URZV�WUDFNLQJ

A template with three feature points and two connecting segment
models each brow (Fig. 6). The feature points are the inner and
outer corner, ([LF�\LF) and ([RF�\RF), and the middle point of the brow,
([P�\P).



4

Fig. 6: brow model

The parameters of the template are obtained first tracking the
feature points and then applying the template constraints. The inner
corner is tracked precisely, while the middle point can shift along
the brow and the outer corner is not always stable, due to warping
distortions. Thus, the lengths of the segments connecting the inner
corner, the middle point and the outer corner are constrained to lie
in a range which is ±10% of their initial value. Assuming the
tracked position of the inner corner is correct, the middle point and
the outer corner are adjusted consequentially. Some results of brows
tracking are shown in Fig. 7.

Fig. 7: brows tracking results

����� /LS�WUDFNLQJ

To define the lip shape, we use a model similar to [16]. Two
parabolic arcs which describe the outer lip contours define the lip
template. The template parameters are six: ([F�\F), the template
centre, Z, its width, KXS and KGRZQ, the upper and lower parabolic arc
height, and θ, the lip orientation.

Fig. 8: lip model

Eight feature points are tracked to reconstruct the lip shape: the
two lip corners and, for each parabolic arc, three other points, whose
abscissas are at a distance Z��, Z��, and �Z�� from the left lip corner
(that is, points 3�, 3�, and 3� in Fig. 8). The lip corners are usually
tracked precisely, and they allow to evaluate ([F�\F), Z and θ. The lip
contours are more sensible to noise and tend to shift in wrong
position during tracking. Their shape is then computed by finding
the best fitting parabolas through the corresponding tracked points
and constrained to pass through the right and the left lip corner.
Some results of lip tracking can be seen in Fig. 9.

Fig. 9: lip tracking results

The template used is accurate, but can only cope with sequences
where both lip contours are visible in every image. Also, since it is
intrinsically symmetric, is not able to reconstruct accurately
asymmetrical shapes. A more complex mouth template (as in [14])
which is also able to model different mouth states (as in [16]) might
overcome these problems.

����� (\HV�WUDFNLQJ

A multi-state template, like the one presented in [16], describes
each eye. The two eye states are “open” and “closed”. The open eye
template consists of two parabolic arcs describing the eyelids and a
circle corresponding to the iris. The parameters of the template are
nine: ([H�\H), the eye centre, Z, its width, KXS and KGRZQ, the upper and
lower eyelid arc height, θ, the eye orientation, ([L�\L), the iris centre
and U, the iris ray. For closed eye state, the template is described by
the position of the inner and outer corners, 3LF and 3RF, and by the
line connecting them (see Fig. 10).

Fig. 10: open and closed eye model

3.3.1. ,ULV�GHWHFWLRQ�DQG� WUDFNLQJ��The iris provides important
information about the eye state. If the eye is closed, the iris is
hidden, while it is usually visible when the eye is open. Therefore,
the capability to detect the iris in the eye region can be used to
classify the eye as open or closed. Usually, the iris is the darkest
region of the eye. A labelling criterion based on a reasonable
intensity threshold can be applied to classify the pixels of the eye
region as iris and not iris pixels. The threshold is different for each
eye and it is evaluated in the first frame analysing the distribution of
intensities of sclera and iris pixels.

The iris position and the eye state are then reconstructed
according to the following steps:

• in the first frame the mean intensity ,� of the iris and the
number Q� of pixels classified as iris pixels in the iris area,
are evaluated; in the following frames, the pixels of the
eye region are classified as iris or not iris pixels

• the iris centre ([L�\L) is evaluated as the position of the
circle containing the highest number of iris pixels Q

• given the iris centre, the mean intensity , of the iris region
is computed
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• the iris is not detected, and the eye state is classified as
“closed”, if �,���,���,��!�7L and Q�Q����7Q, where 7L and 7Q
are the thresholds of the intensity and iris pixels; in the
current implementation 7L = 0.29 and 7Q = 0.72

Some results of iris tracking can be seen in Fig. 11.

Fig. 11: iris tracking results

3.3.2. (\H� VKDSH� WUDFNLQJ��The eye shape is reconstructed by
means of different tracking techniques. The inner corners, the outer
corners of the eyes and the middle point of the segment connecting
the two inner corners (3QRVH), are tracked. Usually, the inner corners
and 3QRVH are tracked correctly while the outer corners are less stable.
In order to recover their correct position, we assume that inner and
outer corners of both eyes lies on the same line, which, for us, is the
best fitting line through the tracked point. Then, given the eye shape
information obtained in the first frame (eye widths and inner corners
distance), the eye corners are set along the found line.

If the eye state is “open”, eyelids are reconstructed by means of
an eyelid detector. A search region between the eye corners is used.
For each vertical line of the search window an upper eyelid and a
lower eyelid pixel are extracted, on the basis of the following
consideration. Usually, the eyelids show a peak in the change of
intensity, since a skin pixel is close to a sclera pixel or to an iris
pixel. Therefore, for each pixel of the search column, we compute
the intensity gradient and the absolute value of the intensity
difference of adjacent pixels. By finding common relevant peaks of
the two quantities in the upper and lower part of the column, we
identify the corresponding eyelid pixels (see Fig. 12). Spurious
identifications are removed by discarding points whose distance
from both neighbours is higher than four pixels. The upper and
lower parabola parameters are then calculated by finding the best
fitting parabolas through the corresponding detected eyelid points
and constrained to pass through inner and outer corners. Some
results of eyelid detection can be seen in Fig. 13.

Fig. 12: eyelid pixels classification

Fig. 13: results of eyelids detection

3.3.3. (\H� WUDFNLQJ� UHVXOWV�� Examples of eye tracking can be
seen in Fig. 14. The proposed reconstruction algorithm works well
for most of the cases. However we experienced some problems with
subjects having very bright iris. In this case the mean intensity of the
iris and of the sclera are similar, while the “dark region” of the eye
is reduced to the pupil. Therefore, the eyelid tracker gives several
wrong responses. To build a robust eye tracker, we are planning to
develop different labelling schemes based on pixel chromaticity
rather then simple intensity.

��� ([SHULPHQWDO�UHVXOWV

Head tracking algorithm has been tested on the same input
sequences used in evaluating the system [2], which are available by
courtesy of the Image and Video Computing Group of the Boston
University. Ground truth data for position and orientation of the
head for each sequence have been acquired using a magnetic sensor.
Only the rotational values have been used, since the magnetic
marker is hidden in most of the sequences. Thus, we have no way to
guess its position with a sufficient precision. Also, no data are
available about the accuracy of the specific sequences, which does
not allow us to make a comparison between the two systems.

The reconstruction looks very stable for [\] translation and for
rotation around ] axis, while the system error increases when
reconstructing large head rotations around [ and \. This is due to the
fact that translations in the [\ plane and [ or \ rotations produce
similar effects in the image plane. Another drawback is that, for
large [ and \ rotations, the discrepancies between head profile and
ellipsoidal model become relevant. Better results might be obtained
using synthesized head-like surfaces, as the one used in [11]. We are
currently investigating this point.

Some results are plotted in Table 1. The first three columns show
the mean angular reconstruction errors in degrees, while the last
three columns show the maximal reconstruction error for all the
sequences. As can be seen the best average results range between
1.32 and 2.76 degrees. It should be noted, however, that the mean
errors on [ and \ increase drastically when the sequence analyzed
contains large and fast variations of their values (sequences 5 to 8).
On the contrary, conspicuous ] rotations are reconstructed with
good precision (sequences 1 and 9). This observation is also
underlined by the fact that the worst average reconstruction error for
] value does not exceed 4 degrees.

Seq. ; < = ;PD[ <PD[ =PD[
1 1.87 ���� 2.85 5.32 9.07 11.17
2 2.34 7.84 2.26 6.17 26.47 ����

3 1.81 5.83 ���� 6.71 9.74 5.37
4 2.79 7.05 3.72 6.73 12.08 9.03
5 3.12 ����� 2.00 7.39 ����� 7.15
6 ����� 3.06 2.85 ����� ���� 9.59
7 ���� 10.73 2.23 ���� 21.65 6.61
8 4.22 10.02 ���� 19.64 31.75 �����

9 3.83 5.30 3.05 11.06 12.65 9.67

Table 1: mean and maximal reconstruction errors in degrees

The reconstruction rate of the current implementation, discarding
the time spent in reading and decoding the video stream, is
approximately 30 frame/s on a Pentium III 600 MHz. This value is
nearly constant for different sequences, despite the iterative nature
of the reconstruction algorithm. Considerable improvements can be
expected exploiting graphical hardware to perform model
transformation and image warping, which account for 20% of the
execution time.

The facial feature tracking algorithm has been tested on several
image sequences with subjects of different age and sex. A first series
of experiments has been performed directly on the input images,
with subjects front facing the camera and not moving the head, in
order to avoid possible distortions due to incorrect head pose
reconstruction. Finally, the whole system has been tested on
sequences showing both head motion and significant changes of
face expressions. The size of camera images is 320⋅240 pixels, while
the texture map used is a 256⋅256 pixels array. The results presented
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are based only on a qualitative comparison given by the
superimposition of the templates on the incoming images. Examples
of the final reconstruction can be seen in Fig. 14 and Fig. 15.

Fig. 14

Fig. 15

The facial features reconstruction process runs at 40 frame/s on a
Pentium III 600 MHz using as input images the full 320⋅240 frames.
The 256⋅256 texture map is reconstructed at about 55 frame/s, and
the whole reconstruction process (head pose and facial features
reconstruction) runs at about 18 frame/s.

��� &RQFOXVLRQ�DQG�IXWXUH�ZRUN

In this paper we have presented an approach which is capable of
reconstructing head pose and facial expression from a monocular
view in real-time. The proposed system separates head and facial
feature tracking. Our approach to head-pose reconstruction is
model-based. The system exploits both motion and texture
information, which are combined to strengthen tracking accuracy.
Reconstruction is achieved finding for each frame the pose that
minimizes the differences between model and image features. The
advantage of this model based reconstruction process is that motion
and texture registrations are based only on the image features being
observed, which correspond to the locations of the projected model
points. Hence, disturbing motion or similar textures in other parts of
the input image are completely ignored by the system. Moreover,
unlike other feature based approaches, the type of analyzable motion
is not constrained by features vanishing for some views.

After the correct head pose has been found, the current frame is
warped into the model texture, obtaining a stabilized view of the
face that is used to enhance the reconstruction of facial expressions.
Deformable multi-state templates are used to detect and track
significant facial features, like brows, eyes and lips, exploiting
shape, texture and motion information.

The described system is currently in its development stage. The
goal of the project is to build a completely automatic approach. So
far, both head pose and facial feature reconstruction requires user
intervention in the initialization phase. Several works presented in

literature describing automatic feature finding procedures will be
carefully analyzed in order to find an approach compatible with the
outlined system.  Further studies will be carried out on making the
system more robust. This will require to evaluate some sort of
confidence level of the tracking results and to restart the
initialization phase when it drops off its acceptable level. Also, since
one the final goals of the system is to become a virtual device for
other applications, it is necessary to reduce the amount of CPU time
required to extract animation parameters.

��� $FNQRZOHGJPHQWV
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